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Abstract—Music listening helps people not only for 

entertainment, but also to reduce emotional stress in their 

daily lives. People nowadays tend to use online music 

streaming services such as Spotify, Amazon Music, Google 

Play Music, etc. rather than storing the songs on their 

devices. The songs in these streaming services are 

categorized into different emotional labels such as happy, 

sad, romantic, devotional, etc. In the music streaming 

applications, the songs are manually tagged with their 

emotional categories for music recommendation. 

Considering the growth of music on different social media 

platforms and the internet, the need for automatic tagging 

will increase in coming time. The work presented deals 

with training the deep learning model for automatic 

emotional tagging. It covers implementation of two 

different deep learning architectures for classifying the 

audio files using the Mel-spectrogram of music audio.  The 

first architecture proposed is Convolutional Recurrent 

Model (CRNN) and the second architecture is a Parallel 

Convolutional Recurrent Model (Parallel CNN). Both the 

architectures exploit the combined features of 

Convolutional and Recurrent layers. This combination is 

used to extract features from time and frequency domains. 

The results with accuracies in the range of 51 to 54 % are 

promising for both models for a small dataset of 138 songs, 

considering the large datasets required for training deep 

learning models. 
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I. INTRODUCTION 

Music plays a very crucial role in one’s life, whether it is  

gaining pleasure in listening, the emotional response, creating 

or performing. It is an expression of emotions through musical 

facets and ornamentation. Music creation is no longer an 

activity performed only in studios. People create and upload 

music files through various social media platforms without 

any tags associated with it. Manual tagging of these music 

files is tiresome and impossible considering the growth of 

music files like big data explosion on various platforms.  

The songs in the music streaming apps are organized based on 

different categories such as genre, artist, year, emotion, etc. 

for a personalized recommendation. Music plays a significant 

role in altering a person’s emotional state of mind. The main 

disadvantage of these applications is the poor recommendation 

when it comes to analyzing the music according to the user’s 

preference based on their emotions. Mostly people get 

frustrated when they don’t get the songs which they desire to 

listen to and hence they end up spoiling their mood and their 

moment; therefore, it is very crucial that the labeling of music 

in such music streaming services into different emotional 

states must be very accurate. The tagging of music into 

different emotion categories such as romantic, sad, happy, etc. 

in the online music streaming services is done manually and 

hence it depends on the perception of the person tagging it. 

Automating this tagging process will save time and will be 

more accurate if based on proven machine learning model. It 

is useful for music recommendation as well.  

With these future requirements in mind, this work proposes 

two different models for the automatic classification of music 

using a deep learning framework and music audio 

spectrogram. The two models proposed are namely, 

Convolutional Recurrent Neural Network (CRNN) and 

Parallel CNN RNN. In the CRNN model, the convolutional 

and the recurrent layer extract features one after the other from 

the spectrogram created from the music audio files to perform 

classification. In case of the Parallel CNN RNN model, the 

convolutional and the recurrent layer extract features in 

parallel from the spectrogram created from the music audio 

files to perform classification. The two models exploit the 

architecture that combines Convolutional Neural Network 

(CNN) as well as a Recurrent Neural Network (RNN) to 

classify music clips into different emotion categories. The 

preliminary work is done in three popular emotional 

categories, namely romantic, sad, and a devotional for the 

Indian songs. The main contributions of our work are 

summarized as follows: 

1. The dataset is created for Indian (Hindi) songs. Mel 

spectrogram created for each audio file is divided fairly 

for training, validation, and testing. 

2. Two models Convolutional Recurrent Neural Network 

(CRNN) and Parallel CNN RNN proposed for music 

emotion classification. Both models use the 



International Journal of Engineering Applied Sciences and Technology, 2022 
Vol. 7, Issue 6, ISSN No. 2455-2143, Pages 252-259 

Published Online October 2022 in IJEAST (http://www.ijeast.com) 
 

253 

Convolutional Neural Network and the Recurrent Neural 

Network as the basic framework. 

3. Evaluation of proposed deep learning models for the 

music emotion recognition. 

 

II. RELATED WORK 

It is quite evident that various kinds of music influence our 

emotions in various ways.  Numerous studies have already 

been done to investigate the relationship between music and 

emotions since long time. A comprehensive overview of the 

emotion recognition task of music was provided by Barthet et 

al. [1]. Weiczorkowsa et al. [2] were the first ones to propose 

the emotion recognition task of music as a problem of multi-

label classification. Researchers have tried many classifiers for 

classifying different music into different emotional categories. 

Some of them include Binary Relevance K Nearest Neighbors, 

Multi-Label K Nearest Neighbors [3], Back-propagation for 

Multi-Label Learning, Random k label sets [4], Calibrated 

label ranking classifier using a support vector machine [5], etc. 

Out of these classifiers, the Calibrated label ranking classifier 

using a support vector machine outperforms the rest of the 

above-mentioned classifiers. Research on the psychological 

response to the context has shown that there is an effective 

response to music depending on the context and the 

environment of listening [6]. It is evident from earlier research 

that there is a clear difference between the perceptions of 

emotion induced by the songs and emotion expressed in the 

songs [7].  Various features have been taken into consideration 

for the classification of music into different emotion 

categories. These features include acoustic features [9], 

rhythmic features [9], timber features [10, 11], spectral 

features, lyrics [8], etc. The emotion recognition of music is 

majorly done by extracting these features [14], where acoustic 

features are used mainly [12]. Most of the speech emotion 

recognition used Mel Frequency Cepstral Coefficients 

(MFCC) [13] which also proved to be efficient for 

classification of audio. 

Although there have been a lot of improvements made in the 

classification of music based on emotions and moods, but the 

state-of-the-art recognition of emotion in music is still a 

challenging research problem. The feature extraction using 

machine learning techniques is bit complex and requires a lot 

of efforts related to tasks such as feature selection and 

reduction. In order to overcome these issues, Convolution 

Neural Network (CNN) architecture was proposed [14]. CNN 

has remarkable properties to extract and represent high-level 

music features [15]. It was observed that the CNN used for the 

conventional image classification could be used the audio 

features [16]. Though the CNN architecture helped us to 

provide an easy way of feature extraction the experimental 

outcome showed that these models were not robust enough. In 

order to improve the accuracy and provide more statistical 

information deep residual learning for image classification 

was introduced [17]. Some techniques also used ANN for 

genre recognition of music [18]. Since music is a complex 

blending of frequencies over time, a combination of CNN 

along with a Recurrent Neural Network was introduced for 

music recognition [19, 20].  

After the remarkable success of deep learning models for 

speech recognition, recently, emotion recognition in speech 

using deep learning was explored by researchers [21,22, 23]. 

Recently similar research was attempted to use deep learning 

for the music emotion recognition [24, 25, 26]. As per our 

findings, the use of deep learning models for the music 

emotion recognition is still in the infancy stage and it will 

mature over a period of time. Successful use of deep learning 

for text classification [27] or in recent pandemic situations 

[28] makes it a promising proven approach. This led us to 

explore possible deep learning models for music emotion 

classification. 

Music emotions or sentiment analysis has been a topic of 

research and different approaches have been proposed such as 

use of lyrics [29], multimodal approach [30] and use of 

machine learning [31]. Use of soft computing approach with 

neural network [32] is further extended with deep neural 

networks. The deep learning approach is promising approach 

and the work presented here attempts to explore it for the 

music emotion recognition using 2 models named as 1. CRNN 

model  and 2. Parallel CNN and RNN model.   

 

III. METHODOLOGY 

Two strategies for classifying music are proposed into different 

emotional categories. Figure 1 illustrates the framework of our 

proposed method. The framework is divided into three main 

parts: Dataset creation, Data preprocessing, and Classification 

method. The dataset is created from the existing tags and using 

a collection of Indian (Hindi) songs. It has 3 emotion categories 

and has a total of 138 song samples of 30 seconds each. The 46 

songs for each category are randomly selected from the 

websites and popular streaming websites. 
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Fig.1.  Proposed Framework 

 

A. Data Preprocessing 

Each song in the dataset is transformed into a Mel spectrogram 

using the algorithm and implemented in python. A spectrogram 

is a visual depiction of the spectrum of frequencies of the audio 

signals varying with time. It is the squared magnitude of the 

short-term Fourier transforms (STFT) of the audio signals. The 

spectrogram is flattened or compressed to convert the audible 

frequencies into a human-understandable form. This squashing 

of the spectrogram is done by using the Mel scale. Window 

length and hop length are the most important parameters used 

in the transformation. The window of time to execute Fourier 

Transform on is called the Window length. The number of 

observations between frames in succession is called the hop 

length. The shortest reasonable duration for a human ear to 

recognize an audio signal is 10ms. Hence, for the conversion of 

Mel spectrogram for each song a window length of 2048 and a 

hop length of 512 was set.  

The python library used produces a Mel spectrogram which is 

scaled using a log function. The audio data are mapped to the 

standard logarithmic scale used for assessing the loudness in 

decibels (dB) as it corresponds to the pitch perceivable by 

humans. This transformation results in the creation of a Mel 

spectrogram having shape: 640, 128. In order to accelerate the 

training process, the dataset is divided into train, validation, 

and test, each audio file of the dataset is converted into their 

respective Mel spectrograms and the results are picked.  

 

B. Combination of CNN and RNN 

One question which emerges is why one should use the 

combination CNN and RNN? A spectrogram is a visual 

depiction of the spectrum of frequencies of the audio signals 

varying with time. It is like an image having distinct patterns 

for each song, hence it makes sense to use CNN. RNN 

succeeds in the interpretation of sequential data by making the 

hidden state at a time t based on the hidden state at time t-1. 

The spectrograms have a time dimension. So RNN is likely to 

do a much better job of determining the audio’s temporal long 

term and short-term characteristics. Therefore, the blend of  

RNN and CNN allows analyzing the audios in detail, and thus 

the combination likely to improve the classification accuracy. 

For music data which is temporal, RNN is more suitable. Use 

of CNN further likely to improve the automatic feature 

extraction in the deep learning model used.   

 

C. Convolutional Recurrent Neural Network approach 

CNN is mostly exploited for tasks related to image recognition. 

Instead of matrix multiplication, it performs a convolution 

operation and for discerning the two-dimensional (2D) layout 

of the data convolution is usually employed in the initial layers. 

On the other hand, RNN excels in the interpretation of time 

series data using the hidden states at different time instances. 

The neural network built using one dimensional (1D) 

convolution layers. The convolution operations are performed 

over the time dimension. As shown in Figure 2 each 1D 

convolution layer derives characteristics from a small portion 

of the Mel spectrogram. After convolution, RELU activation is 

put in use. After applying the activation function, batch 

normalization [33] is performed and eventually, 1D max-

pooling is applied. This reduces the image’s spatial dimension 

and avoids overfitting. The chain of operation, 1D convolution, 

RELU, batch normalization, and 1D max pooling, is executed 

thrice. The key configurations exploited here are, 56 filters are 

used per layer and a kernel size is set to 5. 

 
FIG 2.  1D CONVOLUTION BY CRNN MODEL 

 

In order to find the long term and the short-term structure of 

the audio, the outcome of the 1D convolution layer is 

augmented into an LSTM [34, 35] having 96 hidden units. The 

LSTM output is fed into a 64-unit dense layer. The model’s 
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final output layer is a dense layer with SoftMax activation. It 

has 8 hidden units in order to determine the probabilities of the 

three classes. To prevent overfitting of the model both L2 and 

dropout [28] regularization was used between all the layers. 

Figure 3 shows the overall architecture of the model. 

 

 
Fig.3.  Architecture of CRNN 

 

 
Fig 4: Architecture of Parallel CNN RNN 

 

D. Parallel CNN RNN approach 

The key idea behind this approach is that although CRNN has 

RNN to summarize the temporal feature, it summarizes the 

temporal features after the CNN output. During the operations 

with CNN, the temporal relationships of the original audio 

signals cannot be preserved. In Parallel CNN RNN approach 

the spectrogram inputs are passed to both, CNN as well as 

RNN, in parallel. The outputs from both the frameworks are 

then concatenated and sent through a dense layer having the 

SoftMax activation function. While the CRNN model uses a 

1D convolution and max-pooling layer, the Parallel CNN 

RNN model uses a 2-dimensional convolution layer followed 

by a 2-dimensional max-pooling layer. This model has 5 

blocks of convolution max-pooling layer. The size of the 

kernel is 3,1 for all the blocks. For the first block, the size of 

the filter is 16, for the second block it is 32, and for the 

remaining blocks, it is 64. After each convolution, RELU 

activation is applied. The ultimate output is flattened. The 

final output is a tensor having shape; 256. 

With the 2D max-pooling layer of the pool having size (4, 2) 

the recurrent block starts to reduce the spectrogram size before 

LSTM operation. This reduction in the feature was mainly 

performed to accelerate the processing. The diminished image 

is forwarded to a 64-unit bidirectional GRU [36]. This layer's 

output is type tensor, 128. 

The outputs from both recurrent and convolution frameworks 

are then concatenated resulting in a tensor having a shape of 

384. Eventually, it has a dense layer with SoftMax activation. 

Figure 4 depicts the Parallel CNN RNN architecture. 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

The outputs from both recurrent and convolution frameworks 

are then concatenated resulting in a tensor having a shape of 

384. Eventually, it has a dense layer with SoftMax activation. 

Figure 4 depicts the Parallel CNN RNN architecture. 

 

A. Evaluation metrics 

In order to evaluate the performance of the proposed models, 

parameters such as accuracy, precision, recall, f-score, and 

confusion matrix are used. Accuracy is the ratio between the 

correctly predicted outcome and total observation. Precision is 

the ratio between correctly predicted positive outcomes and 

the total number of predicted positive outcomes. The recall is 

the ratio between the correctly predicted positive outcome and 

the total number of observations in the actual class. The 

weighted average value of precision and recall is called f1-

sore. Both the models were trained for 25 epochs. 

 

B. Experimental results 
This section covers the evaluation of the performance of both 

the proposed models and analyze their results. In the case of 

the CRNN model, the best-trained model had an overall 

accuracy of 54% on the test set after hyperparameter tuning. 

Figure 5.1 depicts the accuracy curve and Figure 5.2 depicts 

the loss curve for training and validation. Figure 6 depicts the 

precision, recall and F1 score of the CRNN model on the test 

set. Figure 7 illustrates the confusion matrix of the CRNN 

model for the test data. The results show better accuracy in the 

sad class compared to other emotional classes. 
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Fig 5.1. Accuracy Curve for CRNN approach 

 

 
Fig 5.2. Loss Curve for CRNN approach 

 

 
Fig 6. Precision, Recall and F1 score of CRNN model 

 

 

 
 

Fig 7. Confusion Matrix for CRNN model 

 

In the case of the Parallel CNN RNN model, the best-trained 

model had an overall accuracy of 50% on the test set after 

hyperparameter tuning. Figure 8.1 and Figure 8.2 illustrates 

the accuracy and loss curves respectively, for training and 

validation samples. Figure 9 depicts the precision, recall and 

F1 score of the Parallel CNN RNN model on the test set and 

Figure 10 illustrates the confusion matrix of the Parallel CNN 

RNN model. The results show better accuracy in devotional 

class compared to other emotional classes. 

The overall accuracy is better for CRNN model than the 

Parallel CNN model. The results are promising considering 

small dataset used for training the model. This classification 

approach may also give poor results when there is no mere 

difference in the spectrograms belonging to different 

categories. For instance, consider a sad song with high beats 

which displays the grief of the human and a happy song with 

high beats showing that the human is super excited. Both 

spectrograms will have similar features that may confuse the 

neural network during the classification. In such a case, 

additional features for audio or lyrics may be useful to 

improve the automatic classification. 
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Fig 8.1. Accuracy Curve for Parallel CNN RNN approach 

 

 
 

Fig 8.2. Loss Curve for Parallel CNN RNN approach 

 

 
Fig 9. Precision, Recall and F1 score of Parallel CNN RNN 

model 

 

 

 
Fig 10. Confusion matrix for Parallel CNN RNN model 

 

V. CONCLUSION AND FUTURE SCOPE 

The proposed deep learning models derive essential features 

from Mel spectrograms which are useful in the classification 

of music into different emotional classes. This plays a crucial 

role in the recommendation of music in online music 

streaming services. Two models proposed based on CNN and 

RNN frameworks, which are CRNN approach and the parallel 

CNN RNN approach provides promising initial results for 

further experimentation. The experimental analyses for the 

evaluation of these models were done on the small dataset 

created. The dataset of Indian songs with validated emotional 

labels is useful for researchers working in the domain of music 

emotion recognition. The classification accuracy will be 

further improved with increased number of samples used per 

category. Typically, Deep learning model uses millions of 

samples to train the model. The current experiments prove the 

methodology and the utility of models for the music emotion 

recognition, with accuracy in the range of 51 to 55% for 3 

classes. The trained model with a larger data set and having 

acceptable accuracies will be used for automatic tagging of 

large music data generated in future.  

The future work will focus on dataset to increase the size of 

the dataset and which will improve the accuracy of the 

classification models. In the proposed work instead of only the 

spectrogram features, more features such as MFCC, lyrics, 

metadata, etc. can be added for better classification. It 

definitely does not take longer than 5-10 seconds for humans 

to decide the emotion of the songs. So, present samples 

duration of 30 seconds can be reduced further to check the 

accuracy. The system can be developed based on the proposed 

model for music recommendation based on emotion. 
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